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Abstract- The Integrated MANET Mutual
Authentication System (IMMAS) provides an
implied mutual authentication of all routing and data
traffic with in a Moebile Ad-hoc Network (MANET)
by combining Elliptic Curve Cryptography a public-
key crypto-system, with the MANETs Routing
Protocol. IMMAS provides security by effectively
hiding network topology from adversaries while
reducing the potential for, among other things, traffic
analysis and data tampering, all while providing a
graceful degradation for each of the authentication
components. Current research in MANET’s tends to
focus primarily on routing issue leaving topics such as
security and authentication for future research.
IMMAS focuses on achieving a higher level of
security with the potential for substantial increases in
efficiency of processing power and bandwidth
compared to alternative exterior mechanism tacked
on after protocol development and Standardization.

Keywords- MANET, AODV, IMMAS, RSA, ECC
DSR,DSDV,OLSR, ZRP.

I. INTRODUCTION

Due to recent advancement in computer
technologies and wireless communication technologies,
mobile wireless computing is become increasingly
widespread. One type of network that is quickly evolving
is the Mobile Ad-Hoc Network [1,2] (MANET). Unlike
other mobile network paradigm, such as cell phone
network with fixed radio station and centrally access
routers and servers. MANETs have dynamically,
rapidly-changing, random multi-hop topologies
composed of bandwidth constrained wireless link with
no centrally access to routers and servers. A MANET
seek to take computing resources ranging from pocket
sized wireless Personal Digital Assistance (PDA) to full
size wireless network capable computers and expand the
capabilities provided on the current wired Local Area
Network (LAN). This will be performed even as these
computers may be travelling in vehicles or aircraft with
little or no fixed routers or infrastructure available.
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ROUTING IN MANET

Routing protocols [3] tells the way how a message is sent
from source to destination. The mobile assumption
implies a routing protocol that reacts speedily to topology
changes. Routing is the process of moving information
across an introduction from a source to destination.
Routing involves basic activities- (i) Determining a node
location. (ii) Determining optimal routing paths and
packets switching. (iii) Nodes are mobile at both micro
and macro scales. Optimality of the path can be described
using various metrics like, number of hops, traffic, etc. As
the network grows, various routing protocols perform
differently. The amount of routing traffic increases as the
network grows. An important measure of the scalability of
the protocol. and thus the network. is its routing overhead.
It is defined as the total number of routing packets
transmitied over the network, expressed in bits per second
or packets per second. In ad-hoc network each node acts as
specific router itself. In mobile ad-hoc network the
routing mostly done with help of routing tables.

There are several kinds of routing protocols for wireless
ad-hoc networks. According to the routing strategy, the
routing protocol can be categorized as proactive and
reactive routing protocol. The ad-hoc routing protocol
using combination of both proactive and reactive is called
hybrid routing protocol,
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II. PROACTIVE ROUTING PROTOCOLS

Proactive routing protocol is also called “table driven™
routing protocol. A proactive routing approach every
node always maintains completes routing information of
the network. Using a proactive routing protocol, nodes in
amobile ad-hoc network continuously evaluate routes fo
all reachable node sand attempts to maintain consistent,
up-to-date routing Information, Therefore, a source node
can get a routing path immediately if it needs one. When
a network topology change occurs, respective updates
must be propagated throughout the network to notify the
change. So if we noted to network topology changes in
MANETs, the control overhead to maintain up-to-date
network topology mformation is relatively high. This is
achieved by flooding network periodically with network
information to find out any possible change in network
topology. Examples of Proactive Routing Protocols are:
Destination Sequenced Distance Vector Routing
(DSDV) [4]. OLSR (Optimized Link State Routing) [5].
When there is any requirement to send packet to any
other mobile node in the network, therefore quick
response to application program. But consume lots of
network resources to maintain up-to —date status of
network graph.

A. DSDV (Destination Sequenced Distance Vector)

The first MANET algorithm that we implemented as part
of this work is called the Destination-Sequenced
Distance Vector (DSDV) routing algorithm. [t is a
proactive routing algorithm. The DSDV algorithm is a
Distance Vector (DV) based routing algorithm designed
foruse in MANETS, which are defined as the cooperative
engagement of a collection of Mobile Hosts without the
required intervention of any centralized Access Point
(AP). Every node will maintain a table listing all the other
nodes it has known either directly or through some
neighbors. Every node has a single entry in the routing
table. The entry will have information about the node's [P
address, last known sequence number and the hop count
to reach that node. Along with these details the table also
keeps track of the next hop neighbor to reach the
destination node, the timestamp of the last update
received for that node. The DSDV update message
considering three fields, Destination Address, Sequence
Number and Hop Count. Each node uses 2 mechanisms
to send outthe DSDV updates. They are,

a) Periodic Updates- Periodic updates are sent out after
every m periodic Update Interval (default: 15s). In
this update the node broadcasts out its entire routing
table.

b) Trigger Updaies- Trigger Updates are small updates
in-between the periodic updates. These updates are
sent out whenever a node receives a DSDV packet that
caused a change in its routing table. The original paper
did not clearly mention when for what change in the
table should a DSDV update be sent out. The current
implementation sends out an update irrespective of the
change in the routing table.

B. OLSR (Optimized Link State Routing)

The Optimized Link State Routing Protocol (OLSR) is
developed for mobile ad hoc networks. It operates as a
table driven and proactive protocol. thus exchanges
topology information with other nodes of the network
regularly. The nodes which are selected as a multipoint
relay (MPR) by some neighbor nodes announce this
information periodically in their control messages.
Thereby. a node announce to the network, that it has reach
ability to the nodes which have selected it as multipoint
relay. In route calculation, the MPRs are used to form the
route from a given node to any destination in the network.
The protocol uses the MPRs to facilitate efficient flooding
of control messages in the net- work This Multipoint relay
selector is obtained from HELLO packets sending
between in neighbor nodes. These routes are built before
any source node intended to send a message to a specified
destination. Each and every node in the network keeps a
routing table. This is the reason the routing overhead for
OLSR 1s minimum than other reactive routing protocols
and it provide a shortest route to the destination in the
network. There is no need to build the new routes. as the
existing in use route does not increase enough routing
overhead. It reduces the route discovery delay. Nodes in
the network send HELLO messages to their neighbors.
These messages are sent at a predetermined interval in
OLSR to determine the link status. A node chooses
minimal number of MPR nodes, when symmetric
connections are made. Symmetric connection is the one in
which participating devices can send and receive message
from each other.

III. REACTIVE ROUTING PROTOCOLS

Reactive routing protocols are more popular routing
algorithms and are known as “on-demand” protocols, Ina
reactive routing protocol, routing paths are searched only
when needed. When a source node wants to send packets
to the destination but no route is available, it initiates a
route discovery operation. In the route discovery
operation, the source broadcasts route request (RREQ)
packet. When the destination or a node that has a route to
the destination receives the RREQ packet, a route reply
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(RREP) packet is created and forwarded back to the
source. Each node commonly uses hello messages to
notify its existence to its neighbors. Therefore, the link
status to the next hop in an active route can be monitored,
When a node discovers a link disconnection, it
broadcasts a route error (RERR) packet to its neighbors.
which in turn propagates the RERR packet towards
nodes whose routes may be affected by the disconnected
link. Then, the affected source can re-initiate a route
discovery operation if the route is still needed. Compared
to the proactive routing protocols, less control overhead
is a distinct advantage of the reactive routing protocols.
Thus, reactive routing protocols have better scalability
than proactive routing protocols. DSR[6] and AODV][7]
are main reactive routing protocols,

A. DSR (Dynamic Source Routing)

Dynamic Source Routing (DSR) protocol is a
reactive routing protocol designed specifically for use in
multi-hop wireless ad hoc networks of mobile nodes.
DSR operates on an on-demand behavior. Therefore, our
DSR model buffers all packets while a route request
packet (RREQ) is disseminated. We implement a packet
bufferin dsr-rsendbuff.cc. The packet queue implements
garbage collection of old packets and a queue size limit.
When the packet is sent out from the send buffer, it will
be queued in maintenance buffer for next hop
acknowlcdgment Pass. These routes are stored in node
memory called direction cache. It provides an advantage
that intermediate hops need not to maintain routing
information in order to route the packets as packets
already contain routing information.

The DSR protocol is composed of two mechanisms that
work together to allow the discovery and maintenance of
source routes in the ad hoe network:

Route Discovery is the mechanism by which a node S
wishing to send a packet to a destination node D obtains a
source route to D. Route Discovery[8] is used only when
S attempts to send a packet to D and does not already
know a route to D. It determines path(s) for a
communication between a source node and target node.
Route discovery uses two messages i.e. route request
(RREQ) and route reply (RREP). When a node needs to
send a message to some destination, it broadcast the
RREQ packet in the network. The neighbor nodes in the
broadcast range receive this RREQ message and add
their own address to the packet header and rebroadcast it
in the network until destination is reached. In the case if
the message did not reached to the destination then the
node which received the RREQ packet will look for any

previously used route for the specific destination. Each
node maintains its route cache which is kept in the
memory for the discovered route. The node will check its
route cache for the desired destination before
rebroadcasting the RREQ message. If a route is found in
that node route cache do not rebroadcast the RREQ in the
whole network. So it will forward the RREQ message to
the destination node. The first message reached to the
destination has full information about the route. That node
will send a RREP packet to the sender having complete
route information.

Route Maintenance is the mechanism by which node S is
able to detect, while using a source route to D, if the
network topology has changed such that it can no longer
use its route to D because a link along the route no longer
works. When Route Maintenance indicates a source route
is broken, S can attempt to use any other route it happens
to know to D, or can invoke Route Discovery again to find
a new route. Route Maintenance is used only when S is
actually sending packets to D. If a node along the path of a
packet detects an error, the node returns a route error
(RERR) packet to the sender. When a route error packet is
received, the hop in error is removed from any route
caches and all routes which contain this hop are truncated.
A route error packet can be returned to the sender by
following ways: In case of bidirectional links- reverse the
route contained in the packet from the original host. In
case of unidirectional links- Salvage. Gratuitous route
repair, Promiscuous listen methods are used. Use of DSR
makes the network completely self-organizing and self-
configuring, as it do not require any existing network
infrastructure or administration.

B. AODV (Ad-hac on-demand Distance vector)

AODV is an on —-Demand routing protocol which is
confluence of DSDV and DSR. Route is calculated on
demand, just as it is in DSR via route discovery process.
AODV is a Reactive Routing Protocol. Therefore, routes
are determined only when needed. Whenever an AODV
router or node receives a request to send a message, it
checks its Routing Table for route existence. Each
Routing Table entry consists of Destination Address, Next
Hop Address, Destination SN and Hop Count. If a route
exists, the router simply forwards the message to the next
hop. Otherwise, it saves the message in a message queue
and then it initiates a route request to determine a route.
Upon receipt of the Routing information, it updates its
Routing Table and sends the queued message(s).
However, AODV maintains a routing table where it
maintains one entry per destination unlike the DSR that
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maintains multiple route cache entries for each
destination, AODV provides loop free routes while
repairing link breakages but unlike DSDYV, it does not
require global periodic routing advertisements. Without
source routing, AODV relies on routing table entries to
propagate an RREP back to the source and. subsequently,
to route data packets to the destination. AODV uses
sequence numbers maintained at each destination to
determine freshness of routing information and to
prevent routing loops. All routing packets carry these
sequence numbers. AODV nodes use four types of
messages: Route Request (RREQ), Route Reply
(RREP), Route Error (RERR) and HELLO. First two
messages are used for route discovery and last two
messages are used for route maintenance.

RREQ - A route request message is transmitted by a node
requiring a route to a node. As an optimization AODV
uses an expanding ring technique when flooding these
messages. Every RREQ carries a time to live (TTL) value
that states for how many hops this message showld be
forwarded. This value is set to a predefined value at the
first transmission and increased at retransmissions.
Retransmissions occur il no replies are received. Data
packets waiting to be transmitted should be buffered
locally and transmitted by a FIFO principal when a route
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RERR - Nodes monitor the link status of next hops in
active routes. When a link breakage in an active route is
detected, a RERR message is used to notify other nodes
of the loss of the link. In order to enable this reporting
mechanism, each node keeps a "precursor list",
containing the IP address for each its neighbors that are
likely to use it as anext hop towards each destination.

HELLO - It is used to detect and monitor links to
neighbors. In HELLO messages each active node
periodically broadcasts a HELLO message that is
reccived by its all neighbors. If a node fails to receive
several HELLO messages from a neighbor, a link break
is detected.

IV. HYBRID ROUTING PROTOCOL

This type of protocol combines the advantages of
proactive and reactive routing. The routing is initially
established with some proactively prospected routes and
then serves the demand from additionally activated nodes
through reactive flooding. The choice of one or the other
method requires predetermination for typical cases. It
requires less memory and processing power than LSRP.
ZRP (Zone Routing Protocol) is the example of hybrid
protocol.

A. ZRP (Zone Routing Protocol)

ZRP was designed to speed up delivery and reduce
processing overhead by selecting the most efficient type
ot'protocol to use throughout the route. ZRP uses IARP as
pro-active and IERP as reactive component. Intra-zone
Routing Protocol (IARP) is used inside routing zones but
Inter-zone Routing Protocol (IERP) is used between
routing zones. IARP uses a routing table. Since this table
is already stored. this is considered a proactive protocol.
IERP uses a reactive pratocol. Any route to a destination
that is within the same local zone is quickly established
from the sources proactively cached routing table by
IARP. Therefore, if the source and destination of a packet
are in the same zone, the packet can be delivered
immediately.

V. PROBLEM DEFINITION

In a Manet, there are no central servers or routers from
which trusted information can be obtained or that can be
used to ensure data can be properly routed or received.
These functionality must be obtained from the trusted
corporation of nodes with in Manet. However for Manet
nodes to trust other nodes and co-operate with them. they
must be able to authenticate each other as valid and trusted
nodes. Achieving this authentication for data transmission
with in a MANET is a significant problem. Mutual
authentication ensures that good authentication is
established in both directions. that is, for sending nodes
and receiving nodes. This paper address the problem of
mutual authentication and security within a Manet and
cost associated with incorporating the public key
cryptography in routing protocols.

A.Goals and hypothesis
The primary goals of this paper are:
1. Develop an efficient mutual authentication system

2. Determine what performance impact the authentication
has on the manet.

[t is hypothesized that incorporating authentication and
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high level of authentication and security while
maintaining a adequate “GOOPUT RATIO™ as well as
acceptable end-to-end delay of packets. Goodput ratio is
defined as ratio of data bits successfully received, dbr., to
all routing overhead bit’s are transmitied, rbt, plus the
data bit’s successfully received or
dbr

rbt + dbr
B.  Approach
To accomplish stated goals above. following steps are
needed:

. Selectarepresentative Manet routing protocols.

2. Perform verification and validation.
3. Complete abaseline performance analysis.
4. Develop a new protocol with authentication and

security built in.
5. Presentanalysis and conclusion.

C. System boundaries

Svstem Component
Under Test Under Test
Application
Authentication
DSR
Public Key
Cryptography
IPSEC
MANET [ntegrated MANET
= - Mutual Authentication
ki Svstem (IMMAS)

Fig. 2 Methods of Authentication for Manet

As depicted in fig.2 the System Under Test (SUT) for this
study includes all authentications involved in a Manet
node. This includes the authentication mechanism and
system used by the applications, Internet Protocol (IP),
the routing protocol. as well as Medium Access Control
(MAC) Protocol. This approach produced an

System (IMMAS).
D. Systemi services

Authentication is one of the several services that must be
offered by a network for it to be considered to be secure
[08]. IMMAS enable a node to verify the identity of a peer
node from whom it communicating. The primary service
and theirrespective outcome include:

1. Peer Authentication.
Success : Packet received from valid network node
(packet accepted).

Failure : Unable to establish that packet come from valid
network node (packet dropped).

ta

. Routing Authentication.

a. Success: Packet forwarded by valid node.

b. Failure; Unable to establish that packet forwarded by
valid node.

3. Pavload authentication:

a. Success: Packet payload from valid network node.

b. Failure: Unable to establish that packet come from valid
network node (packet dropped).

E. Performance Metrics
The performance is depending on  following metrics:

Throughput: is defined as § = ,E.f;,.wherc S is the through-
put in bits per second pernode, b,, is the no. of successfully
transmitted bits. t is the observation period. and N is the
no. Nodes in the Manet.

Goodpur Ratio: Goodput ratio is defined as G=
dbyy " » A »
where 1s the ratio. dbrx is the total no. Bits

Thrye dbyo

received successfully, and #b, is the total no. of routing

bits transmitted.

3. End to End Delay: ETE delay is measured in seconds. It
is defined to be elapsed time from when a packet arrives at
the source node’s routing layer to when the packet is
received by the routing laver to destination node.

F. Factors

The following factors and their corresponding level
considered as most significant for this paper:

1. Authentication system:

a. No Authentication: this provided baseline analysis
performance for routing protocols.

b. IMMAS using ECC: IMMAS implemented with
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Elliptic Curve Cryptography using a key strength of
160 bits.

¢. IMMAS using RSA: IMMAS implemented with RSA
using a key strength of 1024 bits.

2. Number of MANET sownrce node:

a. Lightly loaded Manet: it contains 20 source nodes.
b. Heavily loaded manet: it contains 30 source nodes.
3. Manetnode Mobility:

a. Low Mobility: node moving with a pause time of
300 seconds.

h. Medium Mobility: node moving with a pause time
of 60 seconds.

Original Packet

2* Spoofed Packet
+” Tsaawe A et 0 [ews

Fig 3. Mutual Authentication

Node A wants to send an authentication message to need D

Routing Packet Digital

l"'hjf‘b—‘;’ Pazl_oad “\Me

Fawsi  Fw DS,
Plain-Text Length Field

via route A-B-D. Prior to accepting the message, node D
must be sure it is truly from Node A and it cannot be
tampered with by node B or C. Conversely, node A must
also be assure that node D will receive the message
unaltered by nodes B or C to achieve mutual
authentication between nodes A and D.

To get to node D, the message must pass through node B.

c. High mobility: node moving with a pause time of 0
seconds (constant mobility).

VI. IMMAS implementation

In a Manet, there are no central servers or routers from
which trusted information can be obtained so that sender
is not ensure that data can be properly routed or received.
These functions must be obtained from the trusted
corporation of nodes with in Manet, "Good”
authentication provides evidence of particular secret
without having revealed the secret [09]. Consider the
scenario in fig 3: node.

D

4

. ode unable 1o /
~ deerypt routing mio, payload, or crvle, /
SO valid digital signature ,’ [nvalid Packel

’Ews: Fap !HS. N i 3 7’

Fig 4. IMMAS lmplementation

For security reasons, node A must be able to authenticate
that node B is a valid MANET node and that only node B
can route data to D using the source route of A-B-D. Node
B must be assured the message received came from node
A, that node A is a valid MANET node, and that node A is
either the source of the packet or in the source route for the
packet.

To accomplish this, node A.B and D must have some
secret that can be used to create shared secrets for node
pairs (A,D),(A.B) and (B.D) such that only receiver nodes
can verify the sender node’s secret was used to create the
shared secret all without having to know what the sender
node’s secret is. This process will provide the Mutual
Authentication between each pair of nodes along the route
as well as mutual authentication between the source and
destination nodes.

1. IMMAS with Elliptic Curve Cryptography (ECC)

To illustrate how IMMAS work’s consider fig 4 Where
node A wants to send a packet to node D.
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A. Node A uses Elliptic Curve Integrated Encryption
Scheme (ECIES) [10] to encrypt the payload data using
its private key and node D’s public key. This is shown in
asE, in

Fig 5.Fig.5. Generic IMMAS packet

]

! rw !
Car | { | e Pl |
| f-lfmk ! Bk | Exerypeed g | Digil
Tt | RovtngData | Paal : h:npm e
Thits) | (1p b 544 i) ; 812k ' bnfrmatin | e
i i | v g | O

B. The Elliptic Curve Signature Scheme with
Appendix (ECSSA) [10,11] is applied to the entire
packet which produce node A’s 320 bit digital
signature for that packet. This signature is
appended to the end of the packet (DSA).

C.  Therouting information except for the first $ octets.
is encrypted with Node A’s private key and the
system public key (EA/SYS). This is a known
security risk since every node withina MANET has
a copy of both the system private and public keys as
well as Node A's public key. However, since this
information still does not decrypt the payload it isa
manageable risk.

The first 4 Octets of the routing protocol header remained
unencrypted since they contain the payload length field.
This information is needed by the receiving nodes to
properly decryptthe header.

IMMAS allow only nodes belonging to the MANET to
decrypt the plaintext routing information. Throughput
this process, no node other than the destination can
decryptand read the payload data. As the packet shown

i 1
iE ysvs!

Eap DS,

Fig 7.4 IMMAS packet Transmitted by Node A

1. The packet routing information is decrypted using
node A’s public key and the system’s private key to
gain the plaintext routing information ®, as shown in
Figure 6. If node B is not in the source route the
packet is dropped.

H i i
i R 1 Eyp i DS,
Fig.6 Node B Decrypts IMMAS Packet Routing
Information

(3]

The digital signature at the end of the packet is
achieved to verify that the packet came from node A.
[fthis Fails the packet is dropped and ignored.

3. If the packet header has information pertaining to

node B, such as a route request or passing a data
packet, it is processed accordingly and the
appropriate header fields are updated.

4. Node b produces its digital signaturc for the packet
and overwrite node A's digital signature at the end of
the packet as shown in Fig.7
[ R E DSy, |

Fig7 Node B owverwrites INMAS packer Digiml
Sigimre

5. Node B re-encrypts the header, Minus the first 4
Octets with its private key and the system public key
asshowninfig§

Eysys! Eap | DSy |

Fig.8, IMMAS Packet Transmitted by Nodes

6. The packet is then transmitted to node D.
Node D will process the packet as follows-

a. The packet is received and the routing information
decrypted using node B’s public key and the system’s
private key to gain the plain text routing information
(R) as seen in Fig 9. If node D is not in the in the
source route the packet is dropped.

HEEE DS, |

Frig9 Node [ Decrypts IMMAS  [acket  Routmy
Information

b. The Digital Signature at the end of the packet is
checked to verify that the packet came from node B.
[Tthis fails,

i R | M | DS,

the packetisdropped and ignored.

¢.  Simcenode D 1s the destination the packet payload 1s
then decrypted with A's public key and D’s private
key to gain back the original plaintext message (M)
asseeninFig.10

VIL IMMAS Security Options

The Integrated MANET Mutual Authentication System
provides various level of security shown in Figure8. 1.

Each level considered optional for implementation based
on assessed security risk of the network. These security
levels are all based on the assumption that some type of

trusted
Clear Earryped Enscvvpmd Criginal
Text i timg Dxra Faylesd Sgmature
(=R T (1024 bl ) (LU T (L4 Wkt )

Fig. 10 Node Decrypts IMMAS Packet Message
A. The packet is then processed by D accordingly. Fig.11
IMMAS packet using Elliptic Curve Cryptography

As described above, the 2 encryption and 1 digital
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signature will produced a total of 768 bits of overhead
150% of a 64 byte data packet. However, this cost is far
below the 1024-bit overhead for each encryption of the
RSAalgorithm,

B. IMMAS with Rivest, Shamir, Adleman (RSA)
Cryptography

RSA Cryptography is implemented just like the ECC
Cryptography in IMMAS except that the final size of the
field will be different. According to RSA [11], with a
1024-bit key strength, will produce 1024 bits for every
696 bits of data to be encrypted. Thus

IMMAS will produce data packets like Fig 7.11 for 512

bits (64byte) data packet as was implemented in this
research. So in the case of IMMAS using RSA the final
size of a data packet will be 3072 bits-a 600% increase in
the size of the data packet.

certificate authority is available for the key generations
and a secure method of key generations and management
arc applied. These arcas will be addressed in future
research, but for this they will be assume.

For routing packets. only the digital signature and routing
encryption overhead is added to the packet since there is
no data payload. This research uses the IMMAS system
with all options to give a worst case scenario on results and

to provide what is believed to be an adequate level of
security.

For routing packets, only the digital signature and
routing encryption overhead is added to the packet since
there is no data payload. This research uses the IMMAS
system with all options to give a worst case scenario on
results and to provide what is believed to be an adequate
level of security.

For routing packets, only the digital signature and
routing encryption overhead is added to the packet since
there is no data payload. This research uses the IMMAS
system with all options to give a worst case scenario on
results and to provide what is believed to be an adequate
level of security.

VIII. CONCLUSIONS AND FUTURE WORK

Security and authentication of transmitted data within a
MANET are of utmost importance. Elliptic Curve
Cryptography Integrated into the MANET routing
protocols provides an efficient means to produce the

IMMAS Option | Security Level Security Effects
No IMMAS System Low No Authentication or Security Provided
A Low/Medium Payload Security / No Authentication
B Low/Medium Peer Authentication / No Security
C Low/Medium Routing Security / No Authentication
Payload Security and Peer
A&B Medium Authentication / No Routing Security
Payload and Routing Security / No
A&C Medium Authentication
Routing Security and Peer
B&C Medium Authentication / No Payload Security
A&B&C Medium/High Security and Authentication Provided
A = Payload Encryption
B= Digl'tal Signatures Figl2. IMMAS Implementation using RSA Cryptography
C = Routing Encryption required level of security and authentication desired by

most any mobile organization. IMMAS provides mutual
authentication and security while not overtaxing the
processing and bandwidth capabilities of wireless
network. In addition to mutual authentication, IMMAS
also provides Multi-level encryption which ensures the
integrity. confidentiality, and non-repudiation for data
packets every step along the way. The security provided
by IMMAS makes an effective and efficient use of routing
protocols and Elliptic Curve Cryptography, IMMAS
using ECC provides the same level of authentication and
sceurity with the least expensive cost for this security
compared to IMMAS using RSA.

Future Research needs to be done in four broad areas:

+ Key Distribution and Management for MANET's,

+ Encryption processing requirements for MANET s,

+ Testing other authentication system using MANET
Routing Protocols.

« Researching the effects of IMMAS with other
MANET routing Protocols.
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